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Abstract

Calls for engagement with the public in Artificial Intelligence
(AI) research, development, and governance are increasing,
leading to the use of surveys to capture people’s values, per-
ceptions, and experiences related to AI. In this paper, we crit-
ically examine the state of human participant surveys associ-
ated with these topics. Through both a reflexive analysis of a
survey pilot spanning six countries and a systematic literature
review of 44 papers featuring public surveys related to AI, we
explore prominent perspectives and methodological nuances
associated with surveys to date. We find that public surveys
on AI topics are vulnerable to specific Western knowledge,
values, and assumptions in their design, including in their
positioning of ethical concepts and societal values, lack suf-
ficient critical discourse surrounding deployment strategies,
and demonstrate inconsistent forms of transparency in their
reporting. Based on our findings, we distill provocations and
heuristic questions for our community, to recognize the lim-
itations of surveys for meeting the goals of engagement, and
to cultivate shared principles to design, deploy, and interpret
surveys cautiously and responsibly.

1 Introduction
Artificial Intelligence (AI)1 and Machine Learning (ML) re-
searchers, developers, and policymakers are increasingly us-
ing surveys to capture people’s values, perceptions, and ex-
periences, to inform development and governance of AI.
Surveys are used to guide the design and development of
new technology directions and products (e.g., Alkhathlan
et al. 2024; Sindermann et al. 2021; Persson, Laaksoharju,
and Koga 2021; Othman 2023; Loefflad and Grossklags
2024; Davani et al. 2024), shape companies’ technology
policies (Anthropic 2023; Google 2024; OpenAI 2023), and
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1We use the term “AI” broadly in our Introduction and Discus-
sion, adopting the US National Institute for Standards and Technol-
ogy (NIST) definition of the term, as “an engineered or machine-
based system that can, for a given set of objectives, generate out-
puts such as predictions, recommendations, or decisions influenc-
ing real or virtual environments. AI systems are designed to operate
with varying levels of autonomy.” (NIST 2023) We acknowledge
that its meaning and scope remain in flux. Our paper includes a
systematic literature review, so we rely on authors’ definitions of
AI when presenting analyses of their work.

inform national and international policies (Ada Lovelace In-
stitute and Alan Turing Institute 2022; AI.gov 2023a; United
Nations 2022). However, critical perspectives caution that if
human participant research methods are poorly designed or
applied (e.g., embed biases or lack context), they may fail to
serve their intended purpose, possibly leading to ethics and
participation washing, and other forms of harm, instead of
being beneficial (Cooper et al. 2022; Groves et al. 2023).

In this paper, we critically examine the use of surveys in
AI research, development, and governance, as they are re-
curringly used to assess people’s subjective views and ex-
periences of AI (van Berkel, Sarsenbayeva, and Goncalves
2023). Surveys, and related research instruments such as
questionnaires, inherently employ abstraction and reduction
as methods of knowing and understanding (Ornstein 2013),
which may result in overlooking nuances that on the sur-
face level may seem subtle, but in practice can result in am-
plifying biases and leading to harms (Bhopal et al. 2004;
Proctor and Schiebinger 2008; Roberts 2012). The potential
misrepresentation of marginalized perspectives by surveys,
though unexplored in the AI domain, has been evident in
other fields (Mir et al. 2012; Nazroo et al. 2007; Nierkens,
de Vries, and Stronks 2006; Agyemang et al. 2009). For ex-
ample, in the United Kingdom, “nationally-representative”2

surveys measuring tobacco and alcohol use showed signifi-
cant discrepancies in data collected from minorities (Bhopal
et al. 2004). Results varied substantially for marginalized
ethnic groups between different survey agencies, e.g., one
set of results reporting a 1% smoking rate in Bangladeshi
women, and another reporting 6% in the same group, a dis-
crepancy not observed in the majority group self-identifying
as European (Bhopal et al. 2004). Other researchers also
showed that commercial and government entities have post-
poned or prevented action on critical public health matters
for vulnerable groups as a result of poor survey research
practices (Proctor and Schiebinger 2008). In parallel, re-
searchers criticize the focus of AI research on Western, Ed-
ucated, Industrial, Rich, and Democratic (WEIRD) popula-
tions, arguing that it may not accurately represent the expe-

2Throughout this paper, we refer to “representation,” “repre-
sentative,” or “nationally-representative” as it is used in the cited
resources. The notion of representation in ML has been examined
by Chasalow and Levy (2021), and we will also address limitations
of representation in surveys in our discussion.



riences and concerns of diverse global populations affected
by or interacting with AI (Septiandri et al. 2023; van Berkel,
Sarsenbayeva, and Goncalves 2023).

Despite these limitations, the use of surveys is expand-
ing rapidly to capture values and normative expectations,
and monitor AI-related impacts on people (e.g., Jakesch
et al. 2022; Scharowski et al. 2023; Ribeiro et al. 2019;
Kramer et al. 2018; Arai and Matsumoto 2023; Bartneck,
Yogeeswaran, and Sibley 2023; Ikkatai et al. 2023; Yigit-
canlar et al. 2020). This pattern follows a trend that began
in computing research in the 1980s (Fowler 2013). Surveys
now directly shape a number of high-stakes AI projects, in-
cluding finance (Hertzberg, Liberti, and Paravisini 2010),
employment (Franken and Wattenberg 2019; Houser 2019),
smart healthcare (Morley et al. 2020; Sunarti et al. 2021),
transportation (Bharadiya 2023), and education (Blodgett
and Madaio 2021; Zanetti, Iseppi, and Cassese 2019; Lünich
and Keller 2024). They are also used by companies creating
the most popular generative models—often with the embed-
ded assumption that they can capture diverse perspectives
and the contextual and cultural specificity of the subject mat-
ter, e.g., Collective Intelligence Project (Huang et al. 2024),
Our Life with AI (Google 2024), and the Moral Machine ex-
periment, which is “developing global, socially acceptable
principles for machine ethics.” (Awad et al. 2018)

This paper contributes to the research challenging the
use of decontextualized, unidirectional human participant
research methods merely as a means to justify technolog-
ical advancement (Cooper et al. 2022; Groves et al. 2023;
Sloane et al. 2022). It aligns with a broader call within the
sociotechnical research community to scrutinize research
methods, processes, and practices, not just artifacts or out-
comes (Mann and Daly 2019; Irani et al. 2010; Dourish
et al. 2020; Ali 2016; Cooper et al. 2022). Our goal is to
guide people using such methods toward a critical exami-
nation of AI-related survey design processes and data col-
lection, analysis, and interpretation methods—toward more
equitable and just research practices that respect, rather than
misrepresent or exploit, surveyed communities.

The research questions (RQs) motivating our work are:

• RQ1. How has research in the relevant body of litera-
ture positioned surveys as a way of understanding human
values, perceptions, and experiences with regard to AI?
What are the elements reported in the literature, and what
are the cultural and methodological implications of fore-
grounding those elements?

• RQ2. Extending the body of knowledge related to survey
methods and epistemology, what are the unique questions
that could guide the ethical design, deployment, interpre-
tation, and reporting of (large-scale) survey research on
AI topics with human participants, at the particular inter-
section of survey methodology, AI, and society?

We integrate a reflexive analysis of an international sur-
vey pilot with a systematic literature review, to critically
examine our assumptions and offer a set of provocations
that are vital for the AI research community, as public sur-
veys gain an increasingly stronger foothold in the field. We
walk through the design and testing of a pilot survey we

conducted to reflect on design decisions and findings with
respect to key provocations, and complement this analysis
with a review of the methods of 44 survey research papers.

Papers in our corpus aimed to include large sample sizes
(median = 607 participants). Although 14 out of 44 re-
viewed papers claimed to have representative samples, in-
consistent use of the term “representation” created an illu-
sion of representation rather than engaging with representa-
tion in a meaningful way. This is concerning, as misrepre-
sentation could harm marginalized communities, limit our
understanding of such groups, and perpetrate incorrect nar-
ratives about AI. Only six papers included authors from the
Global South (as per the definition of Finance Center for
South-South Cooperation (2024)), 11 papers lacked authors
from the countries where the studies were conducted, and 38
papers lacked feedback from participants during the design
stage. We also reflect on our pilot survey’s design and pro-
vide a set of heuristic questions related to the use of AI in the
design and analysis of surveys, the transparency of research
platforms (e.g., Prolific), and the potential harms of con-
ducting surveys across different cultures to characterize per-
spectives without using culture-sensitive approaches. These
questions aim to help the community rethink who controls
the data and how it’s obtained, for what purpose it is used,
and how the results are interpreted and disseminated.

We argue that approaches to human participant surveys
designed to reach the public to inquire about topics related
to AI must be critically examined for their role in perpetu-
ating and maintaining the potential to amplify and exacer-
bate worrisome power dynamics (Baeza-Yates 2018; Nico-
letti and Bass 2023). Shifting from unidirectional survey de-
signs to co-creating survey instruments with the impacted
communities—ensuring that the surveys are not only about
people but designed with them—could enable researchers
to include multiple knowledge systems and account for
power dynamics embedded in knowledge production pro-
cesses (Alvarado Garcia et al. 2021; Bird 2020; Kwet 2019).

2 Related Work
A Brief History of Surveys: From Agriculture and
Military to Computing and AI
Modern-day survey methods emerged from a long history
of societies that sought measurements of their populations
through censuses to make plans essential to core governance
(e.g., managing food supplies, distributing land, and manag-
ing taxation)—dating back to ancient times (Rossi, Wright,
and Anderson 2013; Midena and Yeo 2022). As the fo-
cus of studies became more specific, such as examining the
economic status of households or conducting consumer re-
search, surveys gained increased popularity over traditional
small-scale experimental studies (Rossi, Wright, and Ander-
son 2013). Surveys also played a prominent role in the de-
velopment and study of psychometrics, or measuring peo-
ple’s mental activities. Important concepts in psychometrics
include correlation, personality scale and psychometric reli-
ability, experimental designs, and increasingly sophisticated
statistical analysis (Rust and Golombok 2014). Significantly
abused by racism and oppressive applications in social poli-



cies (Reyes 2019; Winston 2020), this evolution is also
marked by significant developments, including the emer-
gence of literature on questionnaire design, the introduction
of standardized scales like the Likert scale for attitude mea-
surement (Groves et al. 2009; Lee et al. 2002), the estab-
lishment of state-supported institutes dedicated to survey re-
search, and the development of technology-assisted survey-
taking tools (Rossi, Wright, and Anderson 2013; Fowler
2013). A notable example of large-scale survey usage is
the extensive surveying of American soldiers returning from
World War II—which provided useful norms for design but
systemically excluded women (Epstein et al. 2013). Over
time, this movement also created a divide in the empirical re-
search community. One school of thought regards surveys as
the “language of empirical social research,” (Ornstein 2013)
while others criticize the dominance of survey-based schol-
arly work that is divorced from theory—coined by Mills as
“abstracted empiricism” (Mills 2023).

According to Arnstein’s ladder of citizen participa-
tion (Arnstein 1969), which describes eight levels of citi-
zen involvement in planning processes in the US, attitude
surveys and public inquiries belong to the fourth rung of
citizen participation, called “consultation.” In other words,
consulting public opinions is a legitimate step toward un-
derstanding their perspectives, but it is not sufficient if used
alone. Moreover, if the exchange of data is unidirectional,
the providers of the data are viewed as “sources” of in-
formation, raising concerns about the extractive versus par-
ticipatory nature of surveys when engaging with the pub-
lic (Ada Lovelace Institute 2021). Arnstein (1969) encour-
ages the use of more direct citizen participation modes like
committees, partnerships, and community engagement that
allow people to engage in planning, decision-making, and
policy-making more actively (see also work in participatory
survey design (Smith, Christopher, and McCormick 2004;
Tillyard and DeGennaro Jr 2019) and in action research (Ar-
caya et al. 2018; Hayes 2014)).

Despite these criticisms, surveys have become widely
used in contemporary research, employed for collecting
structured qualitative and statistical data and gaining quan-
tified insights into people’ perspectives and attitudes—a
prominent methodological cornerstone in areas such as pub-
lic opinion polls and large-sample approaches to computing
research disciplines like HCI and AI more broadly (Fowler
2013).3 For example, surveys are among the primary meth-
ods used to capture user engagement with mass market user
interfaces and to provide insights into users’ attitudes, ex-
periences, demographics, and psychological characteristics
shaping their behavior with technology (Doherty and Do-
herty 2018; Müller, Sedley, and Ferrall-Nunge 2014). Sev-
eral best practices have been suggested to plan, design,
and conduct effective surveys in the real world (Rea and

3Human-Computer Interaction (HCI) is referred to as the disci-
pline that provides foundational knowledge for both industry and
academic technology research for studying interactions between
humans and computers (e.g., from user interaction techniques to
sociotechnical systems). User experience is a term commonly used
to include, in part, the application of select HCI methods in indus-
try and product settings.

Parker 2014; Converse and Presser 1986; Dillman et al.
1978; Dillman, Tortora, and Bowker 1998; Fowler Jr and
Mangione 1990; Kelley et al. 2003; Krosnick 1999; Cen-
ter 2024; Tourangeau, Rips, and Rasinski 2000; Tourangeau
and Smith 1996; Brown 2023), from mail and telephone sur-
veys to web surveys, to help participants comprehend ques-
tions, retrieve the information necessary to answer ques-
tions, and judge how much information they need to pro-
vide (Cannell et al. 1977).

Following the trend of using surveys in empirical human
participant studies, researchers at AIES and other sociotech-
nical AI research communities have been using surveys to
investigate public perceptions of AI, including the societal
risks and expectations associated with AI. For example,
van Berkel, Sarsenbayeva, and Goncalves (2023) found that
most papers (published at prominent venues) documenting
studies with human participants (65%, 130 out of 200 pa-
pers included in the review) have used surveys to capture
perceptions of broadly-defined AI fairness. This abundance
of survey research underscores the importance of empir-
ically investigating the impact of the use of this method
to explore AI-related societal issues (Said et al. 2023).

Rapid Expansion of Survey Use in AI Research,
Development, and Governance
As more empirical and irrefutable evidence emerges, it be-
comes clear that understanding AI’s impact requires a multi-
stakeholder effort (Aragon et al. 2022; Delgado et al. 2023;
Himmelreich 2023; Torkamaan et al. 2024; Havens et al.
2020). Yet, given the prevailing power asymmetries in this
space, AI development is predominantly shaped by indus-
try, research, and policy (Moloi and Marwala 2021). This
dynamic has only recently begun to shift toward public in-
volvement (Birhane et al. 2022a; QueerInAI 2023; Sloane
et al. 2022; Dennler et al. 2023), though scholars have long
advocated for increased public involvement in science and
technology as a means to “foster greater accountability, bet-
ter decision outcomes, and increased trust” (Holdren, Sun-
stein, and Siddiqui 2011; Bao et al. 2022).

As such, multiple studies have engaged with the public
to investigate AI’s impact. A plethora of surveys aiming to
be representative have been deployed over the years with
the goal of examining public awareness of, perceived chal-
lenges with, and trust in AI (Zhang and Dafoe 2020) and
how the public understands AI (Selwyn et al. 2020; Kieslich
and Lünich 2024), as well as distinguishing between utopian
and dystopian narratives surrounding AI (Cave, Coughlan,
and Dihal 2019).4 A “nationally representative” (i.e., “re-
sults are weighted to be representative of the US adult popu-
lation” (Zhang and Dafoe 2020)) survey in 2018 with 2,000

4Survey methods may have very different uptake among
some marginalized populations that have histories of exploitation
by quantitatively-oriented majoritarian researchers (Chilisa 2019;
Denzin, Lincoln, and Smith 2008; Kovach 2021; Smith 2021).
Thereby, we urge caution in interpreting claims that a sample has
been properly weighted. Even with a statistical approach to weight-
ing, discriminatory questions may systematically reduce partici-
pation by intimidating some marginalized groups (Berry-James,
Gooden, and Johnson III 2020).



Americans showed that most Americans supported AI de-
velopment but also expressed deep concerns about its future
impact (Zhang and Dafoe 2020).

Similarly, a “nationally representative” survey (i.e.,
“weighted sample by main demographic characteris-
tics” (Selwyn et al. 2020)) with 2019 respondents from Aus-
tralia supported the development of AI in healthcare but
exhibited mixed views on its professional integration (Sel-
wyn et al. 2020). These findings resonate with similar sur-
vey studies on public perceptions of AI in Russia, India,
and the UK (Fast and Horvitz 2017; Bao et al. 2022; Ka-
pania et al. 2022; Ada Lovelace Institute and Alan Turing
Institute 2022). Survey results also influence national poli-
cies; for example, the frequent citation of survey results in
US government policy and strategy documents related to
AI (e.g., Science and Council 2023; AI.gov 2023a,b) and
surveys’ influence on the UK’s AI policy (Ada Lovelace In-
stitute and Alan Turing Institute 2022). Additionally, peri-
odic public surveys to monitor the evolving AI landscape
have been proposed, as evidenced by the National Artificial
Intelligence Advisory Committee (NAIAC) and other gov-
ernment documents focused on strengthening AI capabili-
ties (AI.gov 2023a,b). Public surveys are also influencing
corporate strategies and future products of companies like
Anthropic (Anthropic 2023) and OpenAI (OpenAI 2023).

Recent reflections on participation and inclusion in AI
research have contributed to studies extending beyond
WEIRD populations to build knowledge representing a
broader spectrum of lived experiences (Boyon 2022; Linxen
et al. 2021; Epstein et al. 2023). For example, Kelley et al.
(2021)’s survey with 10,000 respondents from eight coun-
tries showed their widespread support for AI development
and their hesitations because of its associated risks. Partic-
ipants were hopeful about the potential for AI to improve
healthcare, while their fears revolved around concerns over
job loss, social isolation, and significant threats to humanity.
The data reflected differences in how people in non-Western
societies perceived specific risks that media discourses and
various predispositional values could shape.

These examples highlight the profound impact that sur-
vey research can have on the future of AI and society. Yet,
despite the recent surge in the use of surveys, prevailing
disciplinary norms and best practices for their design and
use for AI research are inadequate.5 As a community, we
have yet to discuss essential criteria and summarize princi-
ples for the design and use of surveys to understand peo-
ple’s values, perceptions, and experiences with regard to AI.
We argue that survey research on AI-related topics intro-
duces unique methodological challenges and considera-
tions that warrant field-wide attention, further method-
ological research inquiry, and collaborative debate.

5There are already well-documented limitations and caveats in
survey research to date. Examples include vulnerabilities to biases
related to social desirability, order effects, and sampling. In Ap-
pendix included in our arXiv extended version, we detail some of
these known issues with surveys.

Critically Reflexive Practices in AI Research
“Critically reflexive practice embraces subjective under-
standings of reality as a basis for thinking more critically
about the impact of our assumptions, values, and actions on
others.” (Cunliffe 2004)

Reflexivity has a history, in scholarly inquiry, of gener-
ating understandings of how underlying scholarly structures
and systems influence and are influenced by actors, includ-
ing scholars themselves (Bourdieu 1990; Bourdieu and Wac-
quant 1992; Jamieson, Govaart, and Pownall 2023). Despite
the recent establishment of sociotechnical AI research com-
munities, a body of work that critically examines the com-
munities’ methods and results is rapidly emerging (Groves
et al. 2023; Laufer et al. 2022; Chasalow and Levy 2021;
Miceli et al. 2021; Constantinides et al. 2024b,a; Havens
et al. 2020). Laufer et al. (2022) leaned on reflexivity to pro-
vide a nuanced exploration of the “presuppositions, under-
lying values and assumptions” guiding the direction of such
scholarship since its inception. Similarly, Young, Katell, and
Krafft (2022) reflected on emerging conflicts of interest that
inadvertently and inherently impact models of participation
with audiences who contend with the negative impacts of al-
gorithmic systems. Researchers have questioned the use of
human research methods within the AI industry and their
role in driving narratives and redefining norms around em-
pirical research in AI. Groves et al. (2023) critique the ap-
proaches of commercial AI labs, such as OpenAI and An-
thropic, in their public engagement strategies. They observe
that business interests are often prioritized over societal
needs, characterized by a lack of context, clarity in meth-
ods, and rigor, stemming from the fast-paced nature of the
industry and the conflicting interests involved. Moreover, a
reflexive study reveals that the majority of FAccT papers in-
volving human participants predominantly focus on WEIRD
populations, particularly those from the US (Septiandri et al.
2023). This indicates that much of AI research is influenced
by American values and perspectives, potentially widening
the gap in understanding marginalized communities or ex-
acerbating existing disparities.

Building on the critical self-reflective literature in AI
research, our perspective is informed by critical comput-
ing (Comber et al. 2020; Ko et al. 2023), a body of work
that includes titles with “considered harmful” (starting in
1968 to challenge research norms and structures (Dijkstra
1968)). This resonates across various computing disciplines
such as computer security (Singer and Bishop 2021) and
HCI (Aragon et al. 2022; Comber et al. 2020; Greenberg and
Buxton 2008; Crabtree et al. 2009). Similarly, the field of
critical data studies examines how data are not given or even
captured (Muller et al. 2019), but rather designed (Fein-
berg 2017, 2022) and created (Muller et al. 2021; Muller
and Strohmayer 2022) as human-made components of larger
sociotechnical assemblages of privilege and power (Iliadis
and Russo 2016; Kitchin and Lauriault 2014). This paper
builds on the trove of existing and emerging research to
critically examine the often-overlooked assumptions em-
bedded in the use of surveys within AI scholarship, and
to identify opportunities where the AIES community is
uniquely positioned to take a leading role.



3 Methods
Our approach and perspectives are informed by a critically
reflexive stance, rooted in the self-critical perspectives of
the AI research community (Section 2) and our positional-
ity (Section 7). The rationale behind such a critical stance
is to initiate discourse within the community, especially as
surveys are increasingly becoming a “go-to” method for cap-
turing public perceptions of AI. To understand the pitfalls of
using public surveys in the AI domain, we employ two meth-
ods: (1) a pilot survey as the basis for critical reflection
using reflexivity and (2) a systematic literature review of
public surveys in AI research.

Pilot Survey of Perceived Benefits and Risks of AI
To facilitate reflexivity in survey methods, we conducted a
pilot survey in six countries (one in each of six continents)
with 282 participants to explore the complexities of survey
research associated with the challenging topic of capturing
perceptions of AI’s benefits and risks. Despite adhering to
known survey research best practices (see Appendix in the
extended arXiv version), we observed that there are both un-
known knowns and unknown unknowns that require further
attention and are often overlooked in AI research practices.

Survey Design. The pilot survey explored perceptions of
the benefits and risks of existing AI systems via two sepa-
rate open-ended questions: (1) How do you think existing
AI systems could benefit you?; (2) How do you think ex-
isting AI systems could put you at risk? We also used two
storytelling questions inspired by the computer security do-
main (Rader, Wash, and Brooks 2012; Pfeffer et al. 2022) to
capture how stories and memories about benefits and risks
of AI spread within the society: (3) Write down a story that
you heard from someone about benefits of AI; (4) Write
down a story that you heard from someone about risks of
AI. To understand participants’ views on the future of AI
systems, we used probing strategies grounded in specula-
tive design (Marenko 2018; Auger 2013; Wong and Kho-
vanskaya 2018) and asked: (5) If you had a magic wand that
could create an AI system, what would you want that AI
system to do for you? (6) How could the AI system that you
just described put you (or someone else) at risk? Finally, to
explore perceptions of the trustworthy development of AI
systems, we asked: (7) What characteristics should an AI
system have to be trustworthy? For this question, we used
a slightly modified version of NIST’s definition of AI sys-
tems (NIST 2023). More details about the survey design are
provided below and in Appendix.

Refining the Pilot Survey. We employed five strategies
to mitigate known issues with survey research in our pilot
survey (Gilovich, Keltner, and Nisbett 2006; Albert, Tullis,
and Tedesco 2009; Colton and Covert 2007; Groves et al.
2011): (1) We positioned demographic questions toward the
end of our survey to mitigate potential priming and sensitiv-
ity concerns that could result from stereotype threat; (2) we
incorporated two attention-check questions to identify low-
quality responses; (3) we conducted expert reviews with five
domain experts before deploying the survey to improve clar-
ity; (4) we did a walk-through with people who have lived

most of their lives in countries included in the survey but
where authors have not resided, to capture their views on the
survey design (e.g., in Australia, people may consider the
benefits of AI for various aspects of their lives differently
compared to other countries, with a particular emphasis on
the importance of indigenous identity recognition in their
region; or in Japan, the use of “stories” could reflect factual
events or rumors/gossips); and (5) we conducted small sur-
vey pilots in two rounds (with six and five participants, re-
spectively) to pinpoint areas for further clarification, before
conducting the larger pilot.

Pilot Deployment. We hosted the survey on
Qualtrics (Qualtrics 2023) and used Prolific (Prolific
2023), a crowdsourcing platform, for participant recruit-
ment, between July and August 2023. Using Prolific’s
screening tool and its “gender-balanced” sampling,6 we
selected participants who were at least 18 years old and
fluent in English, had a minimum approval rate of 95%, and
resided in one of the six countries we recruited our study
participants from, including Australia (AU), Chile (CL),
Israel (IL), the United Kingdom (UK), the United States
(US), and South Africa (ZA). These countries were chosen
based on access to participants through our recruitment
platform to cover one country per continent.

Recruitment. We recruited 50 participants from each of
the six countries, totaling 300 participants. Six responses
were removed due to failed attention checks, and 12 addi-
tional responses were discarded as we classified them as ei-
ther AI-generated or copied from the Internet (based on dis-
cussions among authors). The resulting dataset is comprised
of 282 responses. Participants were paid $5 USD via Prolific
for completing the study. The survey’s average completion
time was 22 minutes (std = 11 minutes), with responses
averaging 211 words in length.

Participant Demographics. Our sample returned an al-
most equal number of participants in each country (see Ap-
pendix for a summary of participant demographics). We ac-
knowledge that our sample did not attempt to measure inter-
nal diversity or sample sub-populations within each country,
a choice that we discuss in Appendix.

Systematic Literature Review
We conducted a systematic literature review centered on pa-
pers related to the themes of public, AI, surveys, and percep-
tions described in a variety of ways (see Appendix for search
terms). We sourced our material from the ACM DL (confer-
ence publications) as well as from Springer’s AI & Ethics
and AI & Society journals (journal publications). Our search
was constrained to a two-year period (01/2022–01/2024),
except for papers from AIES and FAccT, for which we did
not impose any date restrictions. The exclusion criteria were
as follows: (1) surveys of literature, policies, or guidelines,
rather than respondents; (2) use of past surveys or datasets;

6Prior work shows a “gender-balance” sample on Prolific is
similar to its “representative” sample but costs less (Tang, Birrell,
and Lerner 2022). Therefore, due to budget limits, we opted in for
a “gender-balanced” sample. We discuss potential harms of this
framing in Appendix.



(3) surveys not intended to include representative samples
or, if purposive, not intended to have large reach; and (4)
abstracts or short papers lacking detailed methods (see de-
tails in Appendix). Our final dataset consists of 44 papers,
including 15 papers from ACM conferences, 6 from AI &
Ethics, and 23 from AI & Society. A spreadsheet with a list
of all the papers we reviewed, along with our analysis, is
available upon request.

Limitations. Our keywords span a wide range within
each topic of interest, but our search may not encompass
all available literature in the domain. Nevertheless, we be-
lieve our queries sufficiently capture recent trends in the use
of surveys within the AI research community. We acknowl-
edge that our understanding of the literature is influenced by
our positionality and academic backgrounds (see Section 7).
Future work could expand on our research to include non-
academic literature, such as studies conducted by corporate
research platforms like Pew or Gallup, or other agencies
worldwide. Our focus was on the recent surge in AI, par-
ticularly post-generative AI, with conferences like AIES es-
tablished to address the ethical implications of AI. Thus, we
concentrated on literature from the past two years. Future
research could expand this time frame to identify long-term
patterns in the use of surveys in computing and AI.

4 Large-Scale Surveys of AI in the Literature
After analyzing our corpus of 44 papers, we noticed incon-
sistent practices in the reporting of research procedures (e.g.,
ethical review approvals, informed consents, and concerns
related to cultural sensitivity and congruence of research
practices) and research transparency practices (e.g., lack of
information about funding sources, positionality statements,
recruitment strategies, and socio-demographic characteris-
tics of participants or their compensation).

Research Methods. Across the 44 papers, there were 58
primarily quantitative studies (some papers reported results
of more than one study) conducted (e.g., surveys and on-
line experiments, with qualitative analysis of open-ended
responses), nine of which were accompanied by qualita-
tive studies with human participants (e.g., interviews and
focus groups, sometimes with quantitative insights into oc-
currence counting or other descriptive data). The median
sample size for the quantitative studies was n = 607 par-
ticipants (mean = 2, 668, min = 57, max = 47, 951,
std = 8, 259). The median sample size for the qualitative
studies was n = 12 participants (mean = 20, min = 8,
max = 45, std = 14).

Recruitment Strategies. Ten out of 44 papers did not
report where they recruited their participants from, among
those that reported it, the most common recruitment strategy
was using a market research agency (n = 11) and online
or crowdsourcing platforms (n = 8) (e.g., Prolific (Prolific
2023), MTurk (Amazon 2023)), or using the census pan-
els (n = 2) or electoral poll databases (n = 2). Other re-
cruitment strategies included snowball sampling or word-of-
mouth (n = 4), social media (n = 3), internal databases, for
example, in universities (n = 3), direct emails (n = 3),
convenience samples (n = 3), online websites advertis-
ing the study (n = 2), and physical posters (n = 1).

Many of these methods use online channels to recruit par-
ticipants, which may exclude certain marginalized popula-
tions that do not have consistent access to the Internet or
lack knowledge, skills, experience, or physical abilities to
engage with those online channels. Online panels (espe-
cially, MTurk) have been previously criticized for having
non-diverse or non-representative user bases (Posch et al.
2018), for data quality issues, associated with dishonesty,
or low-effort responses especially among most experienced
survey respondents (Peer et al. 2022; Douglas, Ewell, and
Brauer 2023), and more recently, for using AI for complet-
ing tasks (Veselovsky, Ribeiro, and West 2023).

Reporting of Demographics. The reporting of socio-
demographic characteristics was not consistent across the
papers. Except for gender (n = 36) and age (n = 34) that
were reported in the majority of papers, and education levels
(n = 20) that were reported in slightly less than half of the
papers, other characteristics like race/ethnicity, income, and
employment status were reported only in a handful of pa-
pers. Fourteen papers examined samples that were census-
or nationally-“representative”—one reported using a quota-
stratified sample for age and gender, and one recruited par-
ticipants from the general public but put effort into including
marginalized groups such as people of color, gender minori-
ties, and those with mental illnesses. The remaining papers
(n = 28) either used random sampling or did not report
sampling strategies; some of these papers reported achieving
balanced samples in terms of age and gender, while others
had skewed samples.

Geographic Diversity Among Authors. Only six papers
had authors from the Global South, and 11 papers did not
include authors from the countries where these studies were
conducted (specifically, two of these 11 studies included
populations from the Global South but did not include au-
thors who lived or worked in these countries). These find-
ings suggest trends of limited geographic diversity among
authors and raise concerns that authors may not always have
the sufficient cultural context about the populations they
study. Two of the 44 papers reported authors’ Western points
of view or limitations of their stance as computing educa-
tors. There is a chance that the authors were born or have
lived in countries other than the countries of authors’ cur-
rent affiliations and, therefore, have sufficient cultural con-
text. However, without a positionality statement, it is hard
to understand if this is actually the case. Therefore, these
findings highlight both the need to strongly encourage po-
sitionality statement disclosures when studying human par-
ticipants and the importance of further in-depth research to
address the apparent misalignment between the geographic
distribution of authors and the populations they study.

Funding Sources. Five papers had the opposite issue;
these studies had authors from countries that did not include
participants from those countries (e.g., authors from Japan
ran a study with US participants, but not with participants
from Japan). Many papers acknowledged funding support
either from non-profit organizations (n = 14) like founda-
tions, philanthropic funds, trusts, which are mostly funded
by contributions from individual donors and organizations,
or from university-sponsored (n = 5) and government-



provided grants (n = 13), a significant portion of which
comes from tax payers’ money and other public sources.
Five papers acknowledged support from private companies,
which brings to mind concerns about potential conflicts of
interest (as surfaced by Birhane et al. (2022b), and issues
extensively discussed in Young, Katell, and Krafft (2022)).
Finally, 15 papers did not disclose their funding sources.

Continuity of Research. Most studies in our corpus were
cross-sectional (i.e., the data were collected from partic-
ipants at a single point in time, without periodically re-
peated measurements). Only one paper reported several
(four) rounds of a survey; another reported findings before
and after the 2020 US general elections. While one other pa-
per ran a survey similar to another earlier one conducted by
the same authors, it did not report any direct comparisons.
Two other papers mentioned that their questions were part
of an annual survey but did not specify if the same questions
were asked again or whether they observed any shift in re-
sponses over time, and no precedent or follow-up papers for
those annual surveys came up in our literature search. These
findings suggest a lack of continuity of existing survey re-
search in AI and a lack of comparability in both repeated
surveys and related surveys in the literature.

Research Ethics. Many papers (n = 20) did not mention
Institutional Review Board (IRB) or other ethical committee
approvals, nor did they indicate that informed consent was
obtained from participants before the studies, echoing recent
findings in AI research with human participants (McKee
2023). However, these results may require a more critical
view. Researchers report diversity in IRB practices around
the world (Patel et al. 2013; PE and MD 2019). While IRBs
are common in the US, there may be different structures
in Europe, Asia, and Africa (e.g., Orimadegun 2020). The
practicalities of review and consent may depend on prior ex-
periences of marginalization and exploitation (Angal et al.
2016; Kuhn, Parker, and Lefthand-Begay 2020; Norton and
Manson 1996; Tapaha 2017). Schrag (2010) summarized
some of these risks in the term “ethical imperialism”; i.e.,
the imposition of review board practices from the Global
North—particularly from the US—on other countries and
cultures, despite differences in local values and practices.

Testing and Feedback. Most of the papers (n = 38) did
not report any testing of the study materials before data col-
lection. Only a few papers mentioned conducting pilot sur-
veys (n = 4) or walk-through interviews or focus groups
(n = 6) prior to launching the primary study. In addition,
one paper mentioned expert consultation to review study
materials, and another paper mentioned pre-registering the
study on the Open Science Framework’s website in order to
increase research transparency by specifying analysis meth-
ods before analyzing the data. Pre-testing and feedback can
enable representation of pluralistic perspectives and review
of question language in instrument design before deploy-
ment (Schurgin et al. 2021), though we acknowledge that an
over-emphasis on pre-testing and pre-registration may sug-
gest a rigid, positivist approach to research, potentially over-
looking the value of exploratory surveys and the interpretive
role of researchers. So while these practices could contribute
to greater rigor and transparency of research, they alone do

not “pre-guarantee” validity of survey knowledge.
Evaluation and Replication. Some papers included

study materials such as survey instruments and interview
guides (n = 9), full replication packages (n = 2), or study
data (n = 4), or made the study data available upon request
(n = 9). However, 16 papers did not include additional arti-
facts, contributing to ongoing concerns about the replication
challenge, e.g., lack of replication packages, analysis codes,
or datasets (Dreber and Johannesson 2019; Freese and Pe-
terson 2017; Echtler and Häußler 2018).

5 Discussion
Pitfalls of Surveys as Enablers of “Participation”
A recent trend in critical AI research advocates for partic-
ipation in AI (e.g., Feffer et al. 2023; Sloane et al. 2022;
Delgado et al. 2023; Bondi et al. 2021), with researchers us-
ing different terminologies and viewpoints to describe levels
of participation, with frequent reference to the ladder of par-
ticipation (Arnstein 1969). For example, Sloane et al. (2022)
categorize participation in AI into three levels: work, consul-
tation, and justice, whereas Delgado et al. (2023) propose
a four-level framework: consult, include, collaborate, and
own. Given that surveys are often a paid, one-time transac-
tion, they most likely fall under the categories of participa-
tion as work and consultation—the minimum level of par-
ticipation in both frameworks. Other frameworks for assess-
ing participation in AI propose questions for researchers to
consider. Birhane et al. (2022a) provide a framework focus-
ing on empowerment, reciprocity, and reflexivity for criti-
cally evaluating participatory approaches in AI. Feffer et al.
(2023) offer a more detailed ten-axis framework that encom-
passes Birhane et al.’s dimensions as well. We adopt the ten-
axis framework by Feffer et al. (2023) to assess surveys as a
method for participation in AI given its comprehensive inte-
gration into prior scholarship:

1. Representation. As a term, representation has often
been misused in public survey literature regarding opinions
on AI, which can create an illusion of rigor, act as a ve-
neer for bias reduction, and give misleading perceptions of
achievements in sampling. In our pilot survey, we could have
used terms like “cross-cultural” or “across six continents” in
our title or abstract to attract reader’s attention, while the
results did not truly speak to these terms.

2. Stage. The current literature primarily focuses on early
stages of design, development, and governance of AI to cap-
ture attitudes and perceptions, to inform either products or
policies. Surveys, like ours, often focus on capturing what
people think about AI technologies, such as autonomous
driving. (Etienne and Cova 2024; Awad et al. 2020), which
is intended to inform product design or policies, or to help
with “identifying citizens’ expectations.” (Awad et al. 2020)

3. Setting. In reviewed papers, the research setting was
situated online, with unknown, paid, or free compensation
structures. We had to decide how to fairly compensate par-
ticipants across countries (e.g., $10 per hour does not pro-
vide the same level of compensation in the US and Chile,
due to differences in living costs and minimum wages).

4. Resources. While prior research has often failed to



consistently report the details, in our survey, the primary re-
sources needed to conduct high-quality research were de-
tailed, including the reliable channels used to recruit partici-
pants, digital consent and survey instruments, and the budget
to cover research expenses (such as participant compensa-
tion, platform fees, researcher salaries, and costs of analysis
software licenses). Additionally, hosting shareable versions
of survey results for respondents and other communities also
necessitates resources, as outlined below.

5. Communication. Communication between researchers
and participants is often, unidirectional, with a transactional
or task-oriented tone. There is no way for participants to
know about the results without actively seeking and search-
ing for results of their participation. In Prolific, the platform
we used for our pilot survey, there is a feature that allows
for messaging between participants and researchers. How-
ever, it is not intended for discussing the results of the sur-
vey; rather, it is designed for addressing any issues related
to responses or payments. Recent work by Do et al. (2024)
suggests that Prolific is like other gig work platforms, which
similarly limit communications among workers and employ-
ers to transactional matters, and which discourage or pro-
hibit communications from one gig worker to another.

6. Elicitation. Surveys are generally not structured to be
longitudinal and are seldom designed to engage participants
through multiple methods. In online surveys, participants are
often given a limited amount of time to complete the survey.
In particular, if they are professional participants, they may
take multiple surveys in a short period of time (Hara et al.
2018). This scenario can lead to fatigue and diminish the
level of meaningful engagement with the survey.

7. Conflict resolution. Survey data is usually aggregated
and converted into numbers and statistics, representing a
form of knowledge. Surveys are not typically seen as col-
laborative methods that involve ongoing discussions or con-
flict resolution processes. Consequently, they do not incor-
porate participant feedback or clarifications after data col-
lection, nor do they include participants’ input on the re-
searchers’ analytical summaries of results. Although our pi-
lot survey featured multiple open-ended questions requiring
thematic analysis, which necessitated reflection and collab-
oration among researchers, this approach still did not allow
participants to contribute to the analysis.

8. Feedback. Although surveys may include a final ques-
tion asking for participants’ overall feedback or comments
about the study, or provide an option to message or email the
researcher, there is typically no mechanism for participants
to access the results, offer feedback, or influence the final
report or its implications. In our consent form, we provided
an email address for participants to ask questions; however,
no one reached out to us regarding the study.

9. Empowerment. The potential outcomes for partici-
pants and how the results might benefit or pose risks to
them are often unclear. This information could be conveyed
in the consent form, but many papers we reviewed lacked
these details. In our pilot study, which focused mainly on
understanding people’s perceptions, there is no apparent di-
rect benefit to the participants. While researchers may gain
from publications that cover large segments of certain popu-

lations, and companies may benefit from extensive datasets
reflecting attitudes toward their AI technologies, it remains
unclear how participants are empowered through the collec-
tion and use of survey data.

10. Evaluation. Transparency regarding the details of
methods and analyses, or the availability of full replication
packages, is necessary to evaluate research practices. How-
ever, these elements were often missing from the papers
we reviewed. Additionally, making data publicly available
poses challenges from a researcher’s perspective, as IRBs
are frequently cautious about data-sharing practices, partic-
ularly concerning qualitative data. Open data are vulnera-
ble to privacy violations (Borgesius, Gray, and Van Eechoud
2015; Crawford and Schultz 2014)—particularly in medical
domains—and to cultural misappropriation, extraction, and
exploitation (Duarte 2021; Karsgaard 2023; Palacios Abad
et al. 2022). Our pilot survey’s consent form and IRB appli-
cation indicated that anonymized data would be made public
to ensure transparency and facilitate future evaluation. We
also planned to include the details of our qualitative coding
in the replication package.

Current research practices and platforms have a signif-
icant impact on how surveys are assessed. To maintain
anonymity, researchers and participants are often completely
disconnected, leaving participants with no way to receive
feedback on their contributions or learn about the results.
Even if there were a way for participants to access the out-
comes, traditional research publications would not be the
most effective means of dissemination. These publications
are often lengthy, use scientific jargon, require a high read-
ing level, and are frequently behind paywalls. Additionally,
the AI research community often emphasizes technological
impacts—such as creating new datasets or enhancing effi-
ciency—over the societal impacts of their research (Birhane
et al. 2022b). Therefore, establishing a bidirectional commu-
nication and feedback loop in survey research necessitates a
fundamental shift in how research impact is perceived and
evaluated within the community.

Researchers have the discretion to use, report, or disregard
parts of the results. What happens if researchers disagree
with participants’ responses, or if the outcomes do not align
with the research goals or hypotheses? How much influence
do participants have over the results and their eventual im-
pact? Under current research practices, especially in online
settings, participants have no power to affect or control the
implications of their contributions. Such large-scale surveys
are employed to inform rather than empower, treating survey
takers as “subjects in an investigation” (Himmelreich 2023).

Representation Issues in Surveys
True Representation or an Illusion of Representation?
Dataset attributes and annotation practices are known to in-
troduce biases into AI, potentially resulting in poor represen-
tation of the perspectives of marginalized groups (Bergman
et al. 2023; D’Ignazio and Klein 2020; Sambasivan et al.
2021; Lu et al. 2024). A model trained on a “representative”
dataset might still under-perform when making decisions for
marginalized communities (Aragon et al. 2022; Bergman
et al. 2023). Our pilot survey, which involved 282 partic-



ipants, was methodologically acceptable, as we continued
recruiting until data saturation—an acceptable practice in
qualitative research (Francis et al. 2010; Guest, Bunce, and
Johnson 2006). However, it does not fully encompass the
entire spectrum of people in the studied countries, which are
likely to be internally heterogeneous, potentially including
marginalized or minoritized groups—a situation described
by Trefzer et al. (2014, p. 1) as “the global south within the
global north.” In our literature review, 14 out of 44 papers
(32%) claimed to have a “nationally-representative” sample.
The remaining papers typically included over 300 partici-
pants (mean = 607), aligning with the recommended sam-
ple size of 385 participants for a large population with 95%
confidence and a 5% margin of error (SurveyMonkey 2024).

While survey methods can be effective for specific studies
with targeted design and population, such as testing a new
app feature, they may not be adequate for complex and im-
pactful topics like AI, where results could affect large pop-
ulations. Our work extends the discussion of representation
issues to survey methods. We critique how surveys influence
our research, development, and governance of AI, highlight-
ing issues that extend beyond datasets and model develop-
ment to encompass how AI should be and behave. Compa-
nies like Anthropic base their AI models’ behavior on sur-
vey responses (Anthropic 2023), and Google glorifies public
optimism about AI using their large-scale survey in partner-
ship with Ipsos (Google 2024). Conversely, other surveys by
Ipsos show increasing public nervousness about AI (Boyon
2023), with opinions varying depending on a country’s level
of economic development (Boyon 2022). In this line of re-
search, Feffer et al. (2023) critique the Moral Machine ex-
periment, which claims to represent global perspectives on
the ethics of machines by encompassing 233 countries and
40 million decisions. However, an examination of the sur-
vey’s geographical coverage reveals that it is largely dom-
inated by contributions from North America, Europe, and
some parts of South America, with minimal input from the
African continent. These discrepancies in “representative”
surveys and claims regarding “representative” results rein-
force our argument about the true meaning of representation
and underscore the need for our community to critically as-
sess the current use of survey methods.

Cross-Cultural Surveys Considered Helpful or Harm-
ful? The complexity increases when conducting surveys
across different cultures and regions (Duarte 2021; Kars-
gaard 2023; Palacios Abad et al. 2022; Davani et al. 2024).
In our pilot, we aimed to capture a broad range of perspec-
tives from six continents without being fully immersed in the
target populations and experiencing what it means to live in
countries like Chile or South Africa. Or, conducting surveys
exclusively in English in countries, where this is not the of-
ficial language, limited our insights and was exclusionary
by design. We received responses in languages other than
English, indicating a desire to participate irrespective of En-
glish proficiency, driven by interest or compensation. Simi-
larly, 11 out of 44 papers (25%) in our dataset studied coun-
tries without having an author affiliated with those countries.

The literature review also validates prior concerns

about research focusing predominantly on Western popula-
tions (Septiandri et al. 2023)—only six papers (14%) fea-
tured authors from the Global South. This lack of representa-
tion could create an echo chamber effect, where the voices of
certain populations dominate the discourse in AI (including
responsible AI, safety of AI, and ethics of using AI), poten-
tially eclipsing perspectives from underrepresented regions
or populations (Duarte 2021; Trefzer et al. 2014). While the
intention to include more countries might be well-meaning,
the way how this inclusivity is approached remains a topic
that requires attention and care. Without meaningfully en-
gaging with the target populations, conducting cross-cultural
studies might be motivated by the desire for a large sam-
ple size rather than an understanding of cross-cultural dif-
ferences, potentially causing harm rather than benefit due to
misinterpretations and a lack of contextual understanding,
including different conceptions of the meaning of consent
based on cultural roles of decision-makers and/or histories
of exploitation (Munteanu and Sadownik 2019).

Another concern is the use of standardized questions
across different cultures. Employing a uniform set of ques-
tions, even with thorough translations, suggests that we,
as researchers, have not adequately adapted our inquiries
to specific cultures and communities. This approach risks
missing key cultural insights and misinterpreting responses
rooted in specific cultural contexts. While standard ques-
tions aid comparative analysis, the extent to which they
overlook contextual nuances and local values is an open
question. This highlights the need not only for localiza-
tion of study materials but also for more flexible and
culturally-sensitive research methodologies in general, espe-
cially when studying diverse populations. When we sought
feedback on our pilot survey, we found that people had di-
verse interpretations of the questions. For example, the term
story can have various meanings in Japanese, and a spe-
cific demographic question about ethnic origins might be
crucial for indigenous populations in Australia. However, as
researchers without lived experiences in the target countries,
we would not have been able to understand these cultural de-
tails without conducting walk-through interviews with rep-
resentatives from those countries—a practice that was ab-
sent in 85% of the papers we reviewed.

Value Tensions in Surveys: Heuristic Questions
In this paper, we discussed many positions and concerns,
which often did not converge toward simple outcomes. Sur-
vey research in AI vexes us with many choices and deci-
sions. We summarize the major issues as tensions that are
currently unresolved. In view of the many reasons and mo-
tivations for using surveys in AI research, we propose that
“heuristic questions” (Muller 1997) may be more valuable
than advice. Asking “big questions” (Beck and Stolterman
2017, ms. p. 1), (Reiser et al. 2017; Schaeffer and Presser
2003) or “the right question” (Mao et al. 2019, ms. p. 1)
has been deemed valuable when facing newly-problematic
research challenges (Phillips, Watkins, and Hammer 2018).
Thus, we propose to use the following reflexive ques-
tions (e.g., inspired by Laufer et al. 2022; Septiandri et al.
2023) when planning survey-based studies about AI:



(A) Breadth and Depth:
• Standardization and Customization. Do we attempt

to standardize certain survey content through invariant
questions addressed to all persons in all geographical lo-
cations and cultural backgrounds (Ornstein 2013)? How
can we address the tendency for a survey to primarily re-
flect the cultural perspective of the Global North and its
associated dominance (Septiandri et al. 2023)?

• Languages. Do we adapt the survey for regional lan-
guages (Kelley et al. 2021)? When does openness and ac-
commodation shade into cultural differences in inquiry,
leading to incommensurable outcomes?

• Sampling. Survey research is often constrained by time
and budget. In settings with diverse cultures, how great
an effort should be spent on recruiting a balanced or
weighted sample across cultures (Selwyn et al. 2020;
Zhang and Dafoe 2020)? Where is the “stopping point”,
and is this a question that requires members of the survey
population to help answer? How much sampling stratifi-
cation is needed? Who defines cultural boundaries?

(B) Manual and Automated Approaches. If we use gen-
erative AI in question generation, do we risk a bland, so-
called “universal”, tone that reflects the worldview of the
AI-provider (Paxton 2023)? Or if we rely on humans in the
research process, e.g., in data collection and analysis, how
can we account for the limited views of research teams and
their biases? What are the specific choices related to use
of AI that need to be disclosed as part of consent (e.g.,
Wilcox, Brewer, and Diaz 2023; Andreotta, Kirkham, and
Rizzi 2022; Gomez Ortega et al. 2023) and transparency in
publication (e.g., Wacharamanotham et al. 2020; Hosseini,
Resnik, and Holmes 2023)?

(C) Who and What Influences Survey Designs? Sur-
vey design is often considered to be the domain of spe-
cialists (e.g., Fink 2003; Spector 2013). While it is true
that the design of questions and response-scales requires
professional knowledge, the selection of topics may be
informed by members of stakeholder groups or affected
classes (Baeza-Yates 2018; Nicoletti and Bass 2023; Al-
varado Garcia et al. 2021; Bird 2020; Kwet 2019). Mindful
of the different meanings of “participation” (e.g., Hansen,
Fourie, and Meyer 2021; Muller and Kuhn 1993; Schuler
and Namioka 1993; Simonsen and Robertson 2012), we ask:
What are the opportunities for involving community mem-
bers or leaders in participatory or co-design processes to se-
lect and refine the survey topics and the way they are framed
in questions (e.g., Arnstein 1969; Dugan et al. 2021; Flicker
et al. 2010; Schulz et al. 2005)?

(D) Trust and Research Engagement. Trust among
many communities that might participate in survey research
has been eroded due to past mistreatment in research more
broadly, along with experiences of racism and various forms
of prejudice by different research institutions (Scharff et al.
2010). This historical context influences a community’s de-
cisions regarding whether and how to engage in such ac-
tivities. (Wilcox et al. 2023). To what extent should survey
design, deployment, and reporting directly address issues
of trust? What measures (e.g., establishing publication stan-

dards that include sharing data with participants) should we
expect our community to implement to ensure responsible
and transparent research practices?

(E) Mixed Methods and Balanced Inquiry. As dis-
cussed in Section 1, surveys tend to decontextualize re-
sponses and isolate respondents (Ornstein 2013). Is it feasi-
ble to integrate large-scale quantitative survey methods with
smaller-scale, rigorous qualitative analyses involving strate-
gically selected groups of informants (e.g., Baumer et al.
2017; Greenberg and Buxton 2008; Muller et al. 2016)?

(F) Transparency and Research Practices. We should
discuss whether and how to establish consistent report-
ing methods for surveys on AI topics. For instance, what
transparency artifacts (e.g., Crisan et al. 2022; Mitchell
et al. 2019; Chmielinski et al. 2022; Dı́az et al. 2022; Ros-
tamzadeh et al. 2022; Srinivasan et al. 2021) might inspire
new forms of methodological transparency? How should we
determine which types of data to include in these artifacts?
Selection criteria to consider may include the contingent and
potentially sensitive nature of AI topics addressed in sur-
veys, the diverse communities that survey research serves,
the fact that cross-cultural perspectives may require varied
forms of transparency, the need for participant anonymiza-
tion, and the interpretive traditions associated with qualita-
tive analyses (Soden, Toombs, and Thomas 2024).

(G) Researcher and Participant Empowerment. Re-
searchers should consider early in their study what sur-
vey participants stand to gain from the research (Oldendick
2012; Jamieson, Govaart, and Pownall 2023). This consid-
eration becomes particularly important when studying hard-
to-reach populations or when using public funds (or consid-
ering conflicts of interest when using private funds). Adopt-
ing a reflexive, critical approach to the implications of their
research can significantly benefit researchers in understand-
ing and improving the value of their work for participants. In
reflecting, we ask: Are there alternative avenues to improve
the value exchange for the populations being studied?

6 Conclusion

In this paper, we combine epistemic approaches grounded
in critical reflexivity with a systemic literature review to ex-
amine the state of large-scale surveys in AI scholarship. The
study reveals a range of performative and misleading prac-
tices with a method that has garnered adoption, informing
research, shaping publicly-facing narratives, and justifying
trajectories in AI development—highlighting the need for
urgent intervention. The stakes are high in AI research, and
some of these issues cannot be adequately addressed or dis-
missed by merely tucking challenges within the limitations
section of research papers. As such, we aim to spark reflex-
ive engagement with research processes that shape how sur-
veys could be used responsibly and offer a list of heuris-
tic questions to prompt more thorough acknowledgments of
bias and subjectivity.



7 Research Ethics and Social Impact
Ethical Considerations Statement
In addition to the ethics considerations described in our pa-
per body, our pilot survey obtained approval from the Re-
search Ethics Office at King’s College London. We im-
plemented strict measures to ensure the confidentiality,
anonymity, and privacy of our participants. No personally-
identifiable information was collected, and participation was
voluntary and anonymous. Participants were provided with
an informed consent form in English, detailing the study’s
purpose and the intended use of the data collected.

Researcher Positionality Statement
The authors come from varied research backgrounds that
shape their perspectives. The study was funded by an aca-
demic institution in the Global North, and funding for the
study was restricted to respondent incentives and vendor sur-
vey services. Authors were employed by their institutions
and were not explicitly paid to conduct this research. One
author is employed by an academic institution, and one is
employed at a non-governmental organization. Four authors
are employed in industry research roles, though this study
was not part of their company research. The research team
have experiences living in two of the six countries surveyed
(United Kingdom and United States). All six authors have
extensive experience with survey methods, with four hav-
ing experience with international and cross-cultural survey
approaches. Authors were born in, currently live in, or had
previously lived in, nine different countries collectively. Our
race/ethnicity is collectively White (European) (n = 3),
Middle Eastern (n = 2), and Afro-Caribbean (n = 1). All
authors identify as having some experience with marginal-
ization in computing, either through years of conducting
computing research with marginalized groups or as mem-
bers of a marginalized group themselves.

Our positionality is influenced by our backgrounds and
experiences; as researchers trained and working in predom-
inantly Western institutions, we acknowledge that comple-
mentary scholarship related to our research questions is
needed, to further the understandings presented in this pa-
per. Our positionality has also influenced the subjectivity in-
herent in framing our paper approach, research questions,
study pilot design, literature review, and data interpretation
and analysis, as we elaborate on throughout the paper.

Adverse Impact Statement
Our research aims to promote critical thinking within the
AIES community about survey methods in AI, but they
could be interpreted as an outright dismissal of these meth-
ods without full engagement with the nuances we present in
our paper. Our intention is not to entirely discourage the use
of surveys in AI and responsible AI research. Instead, our
goal is to foster thoughtful and critical engagement within
the AIES community to develop perspectives on the princi-
ples associated with the who, what, when, where, why, and
how of human survey methods in AI research. Finally, we
do not intend to suggest that designing the “perfect” sur-
vey will address the systemic issues that surround survey

research in AI. Power relationships and broader structural
concerns cannot be resolved simply by a survey designed
and deployed in ways that uphold our community’s princi-
ples; though such a survey may meet specific research goals,
it would not address issues surrounding its application (e.g.,
the actual impact that survey results have on the practices of
powerful institutions). We encourage future research to con-
tinue utilizing reflexive approaches and to further develop
best practices and standards for conducting high-quality, in-
clusive, reliable, and impactful survey research in AI.
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Linxen, S.; Sturm, C.; Brühlmann, F.; Cassau, V.; Opwis,
K.; and Reinecke, K. 2021. How WEIRD is CHI? In Pro-
ceedings of the 2021 CHI Conference on Human Factors in
Computing Systems. ACM.
Loefflad, C.; and Grossklags, J. 2024. How the Types of
Consequences in Social Scoring Systems Shape People’s
Perceptions and Behavioral Reactions. In The 2024 ACM
Conference on Fairness, Accountability, and Transparency.
Lovett, M.; Bajaba, S.; Lovett, M.; and Simmering, M. J.
2018. Data quality from crowdsourced surveys: A mixed
method inquiry into perceptions of Amazon’s Mechanical
Turk Masters. Applied Psychology.
Lu, A. J.; Moy, C.; Ackerman, M. S.; Morenoff, J.; and
Dillahunt, T. R. 2024. Perceptions of Policing Surveil-
lance Technologies in Detroit: Moving Beyond ”Better than
Nothing”. In Proceedings of the 2024 ACM Conference on
Fairness, Accountability, and Transparency. Association for
Computing Machinery.
Lünich, M.; and Keller, B. 2024. Explainable Artificial In-
telligence for Academic Performance Prediction. An Exper-
imental Study on the Impact of Accuracy and Simplicity of
Decision Trees on Causability and Fairness Perceptions. In
The 2024 ACM Conference on Fairness, Accountability, and
Transparency.
Mann, M.; and Daly, A. 2019. (Big) Data and the North-
in-South: Australia’s Informational Imperialism and Digital
Colonialism. Television & New Media.
Mao, Y.; Wang, D.; Muller, M.; Varshney, K. R.; Baldini,
I.; Dugan, C.; and Mojsilović, A. 2019. How data scien-
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A Known Limitations of Surveys
There are several well-known issues with surveys that are
often acknowledged as limitations in studies. Below, we list
several common biases; however, this is not an exhaustive
list. For a more comprehensive discussion, we refer to sur-
vey design papers and textbooks such as (Müller, Sedley, and
Ferrall-Nunge 2014; Krosnick 1999; Choi and Pak 2005).

• Acquiescence bias and experimenter effect: Survey re-
spondents may agree with a question or statement regard-
less of their actual feelings or attitudes. This can stem
from a desire to be agreeable, a lack of motivation in an-
swering questions, due to the influence of the researcher
or the institution conducting the survey, or due to desire
to satisfy what respondents think the researchers’ expec-
tations from the study are.

• Satisficing: Respondents may opt for answers that
merely satisfy the survey’s requirements, rather than
seeking the most accurate or optimal response. This be-
havior could be due to the effort involved, distractions, or
a lack of interest in the survey’s outcomes.

• Social desirability: In response to sensitive questions,
survey participants may answer in a manner they believe
will be viewed favorably by others. For instance, ques-
tions about sexual orientation or taboo subjects might
elicit responses that do not accurately reflect the respon-
dent’s true stance.

• Question and response order bias: The sequencing of
questions or answer options can influence survey results.
The order in which questions are presented can prime
respondents’ views as they progress through the survey.
Similarly, non-randomized answer choices may not have
an equal chance of being selected.

• Framing effects: The choice of wording in questions
may affect survey responses. For example, users’ agree-
ment or disagreement with specific statements may de-
pend on whether those statements are positively or nega-
tively framed. The choice of specific words (even among
synonyms, such as concern vs. worry vs. fear vs. dis-
comfort) may also lead to different outcomes. Nuances
in translation may further complicate the interpretation
of questions and answers in multi-lingual studies. Other
wording choices and associated mistakes (e.g., double
negation, double-barreled questions, leading questions,
etc.) can decrease respondents’ comprehension of the
questions and introduce biases in the analysis, compro-
mising the objectivity and accuracy of the survey results.
More broadly, framing effects may also emerge from the
overall narrative of the survey, for example, suggesting a
dichotomous trade-off between benefits and risks, with-
out considering other nuances of the discourse or other
potential factors affecting respondents’ perspectives.

• Sampling bias: Collecting survey responses from a non-
representative sample reduces the generalizability of the

results to the broader target population, which may dif-
fer in socio-demographics and experiences. Similarly, by
focusing on AI users, researchers exclude the perspec-
tives of those who do not use AI or lack the expertise,
experience, motivation, or resources to use it. Conduct-
ing research in a single country or language further lim-
its the ability to capture cross-cultural differences. Even
the data collection format (e.g., online vs. pen-and-paper
surveys, accessibility features) can impact results by ex-
cluding individuals who lack the necessary knowledge,
skills, access, or physical or cognitive abilities to com-
plete the survey

Despite the acknowledged limitations and known issues,
surveys remain a frequently employed method for gathering
data on opinions, behaviors, attitudes, knowledge, personal
characteristics, and motivations. This trend extends to AI re-
search as well, with surveys playing a significant role in this
field (for examples, refer to the paper).

B Additional Materials for Pilot Survey
Survey Instrument
[Answer options to close-ended questions were randomized
where appropriate.]
• Have you heard of the term “Artificial Intelligence” (or

“AI”)?
− Yes, I have heard of the term “Artificial Intelligence”
(or “AI”), and I feel confident explaining what it means
to an expert.
− Yes, I have heard of the term “Artificial Intelligence”
(or “AI”). However, I do not feel confident explaining
what it means to an expert.
− No, I have not heard of the term “Artificial Intelli-
gence” (or “AI”).

The following questions are based on your understanding
of existing AI systems.

• How do you think existing AI systems could benefit you?
Please give details (at least 100 characters).

• We want to know what you have learned from others
about the benefits of existing AI systems. Specifically, we
are interested in stories you have heard about the benefits
of existing AI systems from OTHER PEOPLE, such as
friends, coworkers, social media sites, TV shows, news
websites, blogs, or any other sources—NOT experiences
that happened to you personally. Describe in detail the
most memorable story (at least 100 characters).

• How did you hear about that story?

• How do you think existing AI systems could put you at
risk? Please give details (at least 100 characters).

• We want to know what you have learned from others
about the risks of existing AI systems. Specifically, we
are interested in stories you have heard about the risks
of existing AI systems from OTHER PEOPLE, such as
friends, coworkers, social media sites, TV shows, news
websites, blogs, or any other sources—NOT experiences



that happened to you personally. Describe in detail the
most memorable story (at least 100 characters).

• How did you hear about that story?

• Please select Excellent to show you are paying attention
to this question [Very Poor, Poor, Fair, Good, Excellent].

In this section, we want to learn about the different ways
you envision AI systems working.

• If you had a magic wand that could create an AI sys-
tem, what would you want that AI system to do for you?
Please give details (at least 100 characters).

• How could the AI system that you just described put you
(or someone else) at risk? Please give details (at least 100
characters).
Please answer the question below given the following
definition of an AI system:
“An AI system is a technology that can generate outputs
such as predictions, recommendations, or decisions in-
fluencing real or online spaces. AI systems are designed
to work with different levels of independence, meaning
some might need more human guidance, while others can
handle tasks on their own.”

• Based on this definition, in your opinion, what charac-
teristics should an AI system have to be trustworthy?
Please describe “your” understanding using your own
words. Please give details (at least 100 characters).

• Please select Rarely to show you are paying attention to
this question [Always, Never, Rarely].

[Demographics]
• What best describes your employment status over the last

three months?
− Working full-time
− Working part-time
− Unemployed and looking for work
− A homemaker or stay-at-home parent
− Student
− Retired
− Other

• What ethnic group describes you the best? [Open-ended]
• What is the highest level of education you have com-

pleted?
− Some high school or less
− High school diploma or GED
− Some college, but no degree
− Associates or technical degree
− Bachelor’s degree
− Graduate or professional degree (MA, MS, MBA,
PhD, JD, MD, DDS, etc.)
− Prefer not to say

• Please select the option that best describes your personal
income relative to others in your age group and location.
− Below average
− Average
− Above average
− Unsure
− Prefer not to say

• Please answer the following questions [Yes, Sort of, No].
− I know how to program in at least one programming
language.
− My family members or friends often ask me for
computing-related advice.
− I study or work in IT or a computing-related field.

Participant Demographics

Table 1: Participant demographics (N=282).

Country of residence
Australia 50 (18%)
Israel 48 (17%)
Chile 47 (17%)
United Kingdom 47 (17%)
United States 46 (16%)
South Africa 44 (16%)

Ethnicity
White 161 (57%)
Black 48 (17%)
Mixed 34 (12%)
Other 19 (7%)
Asian 18 (6%)
Not available 2 (1%)

Employment status
Working full-time 126 (45%)
Working part-time 54 (19%)
Student 54 (19%)
Unemployed and looking for work 34 (12%)
Other 5 (2%)
Retired 5 (2%)
A homemaker or stay-at-home parent 4 (1%)

Gender
Female 143 (51%)
Male 139 (49%)

Income relative to age group and location
Average 116 (41%)
Below average 79 (28%)
Above average 66 (23%)
Prefer not to say 11 (4%)
Unsure 10 (4%)

Familiarity with AI
Heard but can’t explain to an expert 169 (60%)
Heard and can explain to an expert 113 (40%)

Technical background 62 (22%)

The final dataset consisted of participants from six coun-
tries. Table 1 summarizes the demographics of our partici-
pants. We achieved a balanced sample in terms of gender.



Racially and ethnically, many participants (57%) identified
as White. In terms of employment status, several participants
were employed full-time (45%), and described their income
as average (41%).

Concerning familiarity with AI, 169 participants (60%)
expressed that they had heard of the term but did not feel
confident explaining its meaning to an expert, and 113 par-
ticipants (40%) were familiar with AI and felt confident ex-
plaining its meaning to an expert. No participant claimed to
be unfamiliar with the term. Based on our criteria for assess-
ing the technical background of participants, 62 participants
(22%) had some technical background.

Reflections: Impact of Researcher Tools, Practices,
and Choices
In this section, we revisit the decisions made during the de-
sign, deployment, and analysis of our pilot survey that are
not necessarily covered in the literature review but were
crucial considerations. Each subsection addresses a specific
question we encountered and had to deliberate upon. A more
concise set of heuristic questions can be found in the paper.

How to Frame Questions? Our pilot survey was rooted
in prior research with public perception of AI and echoed
their consequentialist ethics framing—“the view that nor-
mative properties depend only on consequences” (Sinnott-
Armstrong 2023). In our case, the framing of the questions
with “How do you think existing AI systems could ben-
efit you?” explicitly emphasizes the consequences instead
of anything else. From an alternative standpoint such as
deontologist—“normative theories regarding which choices
are morally required, forbidden, or permitted . . . In contrast
to consequentialist theories, deontological theories judge
the morality of choices by criteria different from the states
of affairs those choices bring about” (Alexander and Moore
2021)—, we could have instead asked about what rules
should AI models or systems follow or not follow, instead of
asking about specific desired and risky consequences: “What
rules should a beneficial AI technology follow?” Alterna-
tively, we could have focused on virtue ethics—“. . . the one
that emphasizes the virtues, or moral character, in contrast
to the approach that emphasizes duties or rules (deontol-
ogy) or that emphasizes the consequences of actions (conse-
quentialism)” (Hursthouse and Pettigrove 2023)—and asked
more about the traits or virtues that AI should have: “How
would you describe a generous AI?”

As for deployment of terms such as “risk” and “benefit” in
the survey, it is in fact imperative to understand, in a much
more localized way, the unique cultural and philosophical
underpinnings of concepts like “risk” and “benefit” in order
to write reliable survey questions on these concepts, given
their cultural meaning and situation, and the high degree of
influence that their surrounding social values, norms, and
beliefs play in people’s actual risk assessments (Douglas and
Wildavsky 1983; Boholm 1996; Beck 1992; Bernstein and
Bernstein 1996; Beck 1996).

All these viewpoints are contingent on definitions that
vary cross-culturally. Without transparent reporting and the
availability of artifacts, readers are unable to determine pre-

cisely what questions were asked, making it impossible to
know whether there was a downplaying or overlooking of
potential concerns raised by participants. Participants may
express concerns or exhibit excitement, but this does not
necessarily mean that their concerns are outweighed by the
perceived benefits, especially when considering the actual
net benefit or harm to others. However, results are sometimes
simplistically reported as statements like “Global Study
Shows Optimism About AI’s Potential” (Google 2024) or
“AI is making the world more nervous,” (Boyon 2023), fail-
ing to capture these nuances and trade-offs.

Should We Translate the Survey? The practice of trans-
lating questions from English into other languages for com-
parative analysis warrants attention. While such translations,
which may be conducted meticulously and carefully (e.g.,
Kelley et al. 2021), aim to include more countries or cul-
tures, they may not accurately reflect other cultures’ per-
spectives. Concluding that direct experiences with AI alone
drive excitement and alleviate concerns is an oversimplifica-
tion. Attitudes toward AI are shaped by various factors, in-
cluding media representation, personal experiences and be-
liefs, and societal narratives, and not solely by direct interac-
tions with AI. Individuals may lack meta-awareness of these
other factors influencing their perceptions. Direct interac-
tions with AI could be detrimental to some individuals, and
those most vulnerable to being marginalized by AI may be
individuals who have not experienced it firsthand. Further-
more, survey results indicating a pronounced positive orien-
tation in certain regions and emerging markets (e.g., Google
2024) could result from different stages of AI adoption, eco-
nomic factors, or cultural attitudes toward technology, which
may not be adequately captured in a survey.

We considered using AI for (1) generating translations
of questions, (2) translating participant responses, and (3)
analyzing responses. However, given the ongoing debates
about employing Large Language Models (LLMs) in re-
search (e.g., Paxton 2023; Rastogi et al. 2023; Hosseini,
Resnik, and Holmes 2023; Byun, Vasicek, and Seppi 2023),
we realized that using AI without informing participants
would be inappropriate. We took into account the following:
(1) the risk that participants’ data might be absorbed into
corporate-owned LLMs, creating a permanent trace of their
participation and ideas, (2) the accuracy of AI in conveying
participants’ true intentions and responses, and (3) the po-
tential use of these responses for future model training, and
the impact of over-surveyed populations on these models.

In any of these use cases, we were uncertain about how
to seek consent from our participants for using AI to an-
alyze their data. Typically, consent for participation in re-
search covers privacy, data security, and its use by the re-
search team. Moving forward, however, researchers, includ-
ing those in UX, may need to offer participants the option to
have their data analyzed by AI, with full disclosure of what
this entails. Under such an approach, would researchers need
to provide participants with the analysis summary for their
final approval? Should participants be given the chance to
review the summary if AI is used, to ensure it aligns with
their perspective, considering that the analysis is no longer



conducted solely by individuals trained in positionality and
research ethics?

Where to Find Participants? Our team’s diversity, span-
ning various affiliations, faced limitations in participant re-
cruitment due to being constrained by choosing appropri-
ate platforms. Differing experiences with platforms such as
MTurk and Prolific among team members added to these
challenges. For instance, institutional policies prevented one
member from using Prolific, despite their willingness to fund
the project. Consequently, another team member, with more
flexibility in platform choice and budget, took responsibil-
ity for project funding. The literature review also indicates
a wide range of recruitment methods, from crowdsourcing
platforms to emails and professional research companies.

Prolific’s reach was limited in terms of global access. We
attempted to recruit an equal number of male and female par-
ticipants from over 30 countries, aiming for 50 participants
from each country, but were unsuccessful in many countries.
Consequently, our final participant pool comprised individ-
uals from Australia, Chile, Israel, the United Kingdom, the
United States, and South Africa. Notably, there was an un-
expected lack of participation from regions such as China,
India, South America, and Africa, some of the most popu-
lous areas globally. Additionally, Prolific’s enforced binary
gender option further limited our reach to populations that
do not fall into the binary classification of gender.

Additionally, the use of online platforms excludes certain
groups, such as those without Internet access, children, in-
dividuals in countries with different payment methods, and
people not connected to platform users, resulting in a sam-
pling bias. Prolific primarily recruits participants through
word of mouth and social media.7 While convenient, results
may be skewed toward those with stronger opinions or ex-
periences with AI, as people more interested in or affected
by AI are more likely to participate, creating a self-selection
bias. This bias is particularly evident in crowdsourcing plat-
forms like Prolific or MTurk, where individuals can choose
which tasks to take, with interest in the survey topic being a
significant motivator for participation (Kaufmann, Schulze,
and Veit 2011). However, prior work indicates that this is
less of a prominent reason for professional MTurk users,
who primarily select surveys based on compensation rather
than interest in the topic (Lovett et al. 2018).

How Much Should We Pay Participants? In addition to
access considerations, we decided to compensate all partic-
ipants based on the payment rates of our home institution.
However, this decision prompts a critical question: Should
compensation be adjusted based on the participant’s country
or kept consistent across all countries? This dilemma un-
derscores the challenges of fair participant treatment across

7“Participants are primarily recruited to Prolific via word of
mouth, including word of mouth via social media. When Prolific
was founded in 2014, our participants were recruited via three
channels: 1) Social media (e.g., Facebook, Twitter, Reddit, and var-
ious other online forums). 2) Flyer distribution on university cam-
puses. 3) The Prolific referral scheme (ceased March 2019). This
allowed participants to invite their social network to join Prolific,
in return for small cash incentives for the referrer” (Prolific 2023).

diverse regions and economies, emphasizing the need for a
nuanced compensation approach that considers both institu-
tional standards and the participants’ economic situations.

Examining the data from our literature review, it is evi-
dent that researchers employ diverse methods for compen-
sating survey participants, ranging from unspecified (not in-
cluded in the paper) to free or paid, with varying amounts
reported (refer to the paper for detailed findings). Given the
well-documented ethical concerns surrounding data annota-
tion practices in AI research, particularly in terms of labor
and payment (Wang, Prabhat, and Sambasivan 2022; Tahaei
et al. 2023; Tan and Cabato 2023), the question of what con-
stitutes an ethical way of compensating survey participants
remains open for discussion.

How to Analyze Data? Finding a suitable framework for
a top-down analysis of data, especially regarding the ben-
efits and risks of AI, was difficult. This challenge arises
mainly because most existing frameworks come from West-
ern countries, and there is a lack of comprehensive frame-
works or taxonomies for a complex and rapidly chang-
ing field like AI. For example, the difficulties in applying
AI safety taxonomies are well-recognized due to the ever-
evolving nature of AI (Rismani et al. 2023).

Given these constraints, our approach predominantly in-
volved bottom-up analysis for most of the questions. An
exception was made for the “trustworthiness” question, in
which we applied a combination of top-down and bottom-
up methods. For the top-down component, we used the NIST
AI Risk Management Framework (NIST 2023) as a starting
point. However, this choice introduced a US-centric bias into
our analysis, potentially excluding or marginalizing other
cultural views. The use of a framework developed within
a specific cultural and institutional context raises impor-
tant questions about the universality and applicability of our
analysis across different contexts. Our positionality state-
ment provides an initial reflection on our analytical per-
spective. Yet, a more in-depth consideration of the frame-
works we use and their impact on our results highlights the
broader issue of institutional and methodological positional-
ities. This presents a question for our research community:
How can we effectively address these positionalities?

C Additional Materials for the Systematic
Literature Review

Query
• Who? Public. “public” OR “representative” OR “popula-

tion” OR “citizen” OR “citizens” OR “civic” OR “com-
munity” OR “non-expert” OR “non-experts”.

• What? AI. “artificial intelligence” OR “machine learn-
ing” OR “deep learning” OR “AI”.

• What? Perceptions. “thoughts” OR “feel” OR “feels” OR
“feeling” OR “experience” OR “experiences” OR “feel-
ings” OR “perception” OR “perceptions” OR “perceive”
OR “attitude” OR “attitudes” OR “opinion” OR “opin-
ions” OR “view” OR “views”.

• How? Surveys. “survey” OR “surveys” OR “poll” OR
“polls” OR “questionnaire” OR “questionnaires”.



Records identified from:
• ACM DL (n = 45)
• AI & Ethics (n = 92)
• AI & Society (n = 126)

Records screened (n = 263)

Records sought for retrieval 
• ACM DL (n = 20) 
• AI & Ethics (n = 6)
• AI & Society (n = 26)

Records assessed for 
eligibility
(n = 52)

Records excluded (n = 8):
• Surveys of literature, policies, or 

guidelines, rather than respondents 
(n = 1)

• Surveys not intended to include 
representative samples or, if 
purposive, not intended to have 
large reach (n = 3)

• Abstracts or short papers lacking 
detailed methods (n = 2)

• Duplicates (n = 2)Papers included in review
(n = 44)

Identification of papers via databases
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Figure 1: Prisma diagram for the systematic literature re-
view. See the paper for details.

Prisma Diagram
• ACM DL (n = 45): We searched the entire ACM

database, applying the aforementioned query to titles or
abstracts from the most recent two years. This yielded
nine records, with two overlapping with FAccT and AIES
searches, and one exclusion as it was not a survey of peo-
ple. For FAccT (n = 18) and AIES (n = 17), we exe-
cuted the query on FAccT and AIES papers searching
by title or abstract without a date restriction to broaden
our reach. We also excluded the AI clause, as these con-
ferences are inherently centered on AI and ethics. After
manually screening the results, we included five papers
from FAccT and four from AIES in our final collection.

• AI & Ethics (n = 92) and AI & Society (n = 126):
We carried out a full-text search in Springer’s database
for the past two years using our query, noting that the
database does not offer options for searching by title or
abstract. All titles and abstracts were manually reviewed,
applying our exclusion criteria, resulting in 26 papers
from AI & Society and six from AI & Ethics being se-
lected. Following a secondary review, three papers from
AI & Society were excluded, while all papers from AI &
Ethics were retained.


